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#### Abstract

Many physical systems are described by nonlinear differential equations that are too complicated to solve in full. A natural way to proceed is to divide the variables into those that are of direct interest and those that are not, formulate solvable approximate equations for the variables of greater interest, and use data and statistical methods to account for the impact of the other variables. In the present paper we consider time-dependent problems and introduce a fully discrete solution method, which simplifies both the analysis of the data and the numerical algorithms. The resulting time series are identified by a NARMAX (nonlinear autoregression moving average with exogenous input) representation familiar from engineering practice. The connections with the MoriZwanzig formalism of statistical physics are discussed, as well as an application to the Lorenz 96 system.
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There are many time-dependent problems in science, where the equations of motion are too complex for full solution, either because the equations are not certain or because the computational cost is too high, but one is interested only in the dynamics of a subset of the variables. Such problems appear, for example, in weather and climate modeling, e.g., refs. 1, 2 ; in economics, e.g., ref. 3; in statistical mechanics, e.g., refs. 4, 5; and in the mechanics of turbulent flow, e.g., refs. 6, 7. In these settings it is natural to look for simpler equations that involve only the variables of interest, and then use data to assess the effect of the remaining variables on the variables of interest in some approximate way. In the present paper we focus on stochastic methods for doing this, with data coming either from experimental observations or from prior numerical calculations.

Consider a set of differential equations of the form

$$
\begin{equation*}
\frac{d}{d t} x=R(x, y), \quad \frac{d}{d t} y=S(x, y) \tag{1}
\end{equation*}
$$

where $t$ is the time, $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ is the vector of resolved variables, and $y=\left(y_{1}, y_{2}, \ldots, y_{\ell}\right)$ is the vector of unresolved variables, where $\ell$ is not necessarily finite, with initial data $x(0)=\alpha$, $y(0)=\beta$. Consider a situation where this system is too complicated to solve, but where data are available, usually as sequences of measured values of $x$, assumed here to be observed with negligible observation errors. One can write $R(x, y)$ in the form

$$
\begin{equation*}
R(x, y)=R_{0}(x)+z(x, y), \tag{2}
\end{equation*}
$$

where $R_{0}$ approximates $R(x, y)$ in some sense and is such that one is able to solve the equation

$$
\begin{equation*}
\frac{d}{d t} x=R_{0}(x) \tag{3}
\end{equation*}
$$

The remainder $z(x, y)=R(x, y)-R_{0}(x)$ is the contribution of the unresolved variables to the equation for $x$ and must be taken into account. It has been variously called "unresolved tendency"
$(8,9)$, "model error" $(10,11)$, or "model noise" $(12)$; we call it simply the "noise." In the present paper we do not discuss general methods for constructing $R_{0}$; they depend on practical considerations which differ from case to case.
A usual approach to the problem of computing $x$ is to identify $z$ from data $(8,13,14)$, i.e., find a concise approximate representation $\hat{z}$ of $z$ that can be evaluated on the computer, and then solve the equation

$$
\begin{equation*}
\frac{d}{d t} x=R_{0}(x)+\hat{z} \tag{4}
\end{equation*}
$$

When $\hat{z}$ is a stochastic process, this is a "stochastic parametrization." Eq. 4 is an instance of a dimension-reduced equation, in the sense that it has fewer variables than Eq. 1. However, this approach has some difficulties. In general the available data are measurements of $x$, not of $z$; to find $z$ so that it can be identified one has to use Eq. 2, and in particular differentiate $x$ numerically, which is generally impractical or inaccurate because $z$ may have high-frequency components or fail to be sufficiently smooth, and because the data may not be available at sufficiently small time intervals (an illuminating analysis in a special case can be found in refs. 15, 16). If one can successfully identify $z$, Eq. 4 generally becomes a nonlinear stochastic differential system, where in general $\hat{z}$ at a given time depends on earlier values of $x$ and $\hat{z}$ (see the next section), which may be hard to solve with sufficient accuracy $(17,18)$.

Here we take a different approach. We note that Eqs. $\mathbf{3}$ and $\mathbf{4}$ are always solved on the computer, i.e., in discrete form, that the data are always given at a discrete collection of points, and that one wishes to determine $x$ but in general one is not interested in determining $z$. We can therefore avoid the difficult detour through a continuous $z$ followed by a discretization, by working entirely in a discrete setting as follows. We can pick once and for all a particular accurate discretization of Eq. 3 with a particular time step $\delta$,

$$
x^{n+1}=x^{n}+\delta R_{\delta}\left(x^{n}\right)
$$

where $R_{\delta}$ is obtained, for example, from a Runge-Kutta method, and where $n$ indexes the result after $n$ steps. As in the continuous case, this equation has to be corrected to account for the impact of
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#### Abstract

Many problems in science are too large and/or too complex to be fully analyzed by standard methods of computation. We present an approach where such problems are treated statistically, and the statistical analysis and the equations actually solved are discrete rather than continuous. We connect our approach to well-known results in statistical physics, and demonstrate its effectiveness in a widely used test problem.


[^0]the unresolved variables, and here also for the possible inaccuracy of the numerical scheme. We use the data to identify the discrepancy sequence, $z_{\delta}^{n+1}=\left(x^{n+1}-x^{n}\right) / \delta-R_{\delta}\left(x^{n}\right)$, which is available from $x$ data without approximation. This is equivalent to identifying the following reduced system:
\[

$$
\begin{equation*}
x^{n+1}=x^{n}+\delta R_{\delta}\left(x^{n}\right)+\delta z_{\delta}^{n+1} \tag{5}
\end{equation*}
$$

\]

which constitutes a discrete stochastic parametrization.
We assume, as one does in the continuous case, that the system under consideration is ergodic, so that its long-time statistics are stationary. The sequence $z_{\delta}^{n}$ becomes a stationary time series, which we represent by the widely used NARMAX (nonlinear autoregression moving average with exogenous inputs) representation, with $x$ as an exogenous input. This representation makes it possible to integrate the numerical scheme into the reduced equations, and to take into account efficiently the non-Markovian features of the reduced system as well as model and numerical errors. There is no stochastic differential system to solve. It is important to note that identifying $z_{\delta}$ can be very different from identifying the continuous $z$. The question, in what sense does $z_{\delta}$ approximate $z$, is not relevant, because the goal is to calculate $x$, and $z_{\delta}$ is sufficient for the purpose. Note that $z_{\delta}$ should be a good approximation of $z$ if Eq. $\mathbf{3}$ can be effectively approximated by a first-order Euler scheme. For practical purposes, the discrete stochastic parametrization accomplishes everything that would be accomplished by a successful continuous parametrization followed by an accurate approximation.

## NARMAX Representation

We represent the discrete-time process $z_{\delta}$ in the reduced system [5] as a time series in the form of a variant of the NARMAX representation (19-22). The generality of the NARMAX approach will be increasingly important as model reduction methods are applied to more complex problems. To simplify notation, from now on we drop the subscript $\delta$ in $z_{\delta}$ that distinguishes it from the remainder $z$.

Eq. 5 becomes

$$
\begin{equation*}
x^{n+1}=x^{n}+\delta R_{\delta}\left(x^{n}\right)+\delta z^{n+1}, \quad z^{n+1}=\Phi^{n+1}+\xi^{n+1} \tag{6}
\end{equation*}
$$

for $n=1,2, \ldots$, where the $\xi^{n+1}$ are independent Gaussian random variables with mean zero and variance $\sigma^{2}$, and $\Phi^{n}$ is the sum:

$$
\begin{equation*}
\Phi^{n}=\mu+\sum_{j=1}^{p} a_{j} z^{n-j}+\sum_{j=1}^{r} \sum_{i=1}^{s} b_{i, j} Q_{i}\left(x^{n-j}\right)+\sum_{j=1}^{q} c_{j} \xi^{n-j} . \tag{7}
\end{equation*}
$$

$\mu, \sigma^{2}$ and $\left\{a_{j}, b_{i, j}, c_{j}\right\}$ are parameters to be inferred from data, and the exogenous inputs $Q_{i}, i=1, \ldots, s$ are functions to be determined; to simplify the notations, Eq. 7 has been written as if Eq. 6 were scalar. This is the NARMAX representation of $x$ and $z$. In Eq. 7, the terms in $z$ are the autoregression part of order $p$, the terms in $\xi$ are the moving average part of order $q$. Note that if we substitute $z^{n}=\left(x^{n}-x^{n-1}\right) / \delta-R_{\delta}\left(x^{n-1}\right)$ into [7] and the second equation in [6], we obtain a NARMAX representation for $x$. A suitable choice of the functions $Q_{i}$ will be discussed in the context of a specific example and will connect the representation to the approximation of Eq. 3.
To implement the NARMAX representation, one has to determine its structure and estimate the parameters. Although NARMAX has been widely studied (see, e.g., refs. 19, 23-26 and references therein), one should use the earlier work with caution, especially in the detection of structure by least-squaresbased methods, because in the standard NARMAX, unlike here, the exogenous process is independent of the noise process. Suppose one has selected a structure, that is, chosen the functions $Q_{i}$ and the orders $(p, r, s, q)$ in the representation [7]. Because the
representation is linear in the parameters $\theta=\left(\mu, a_{j}, b_{i, j}, c_{j}, \sigma^{2}\right)$, these parameters can be estimated using conditional likelihoods as follows. The sequence $\left\{z^{n}\right\}$ for $n=1,2, \ldots, N$ can be computed from the data using the first equation in [6]. Once the values of $\xi^{1}, \ldots, \xi^{q}$ are known, the noise sequence $\xi^{n}$ for $q+1 \leq n \leq N$ can be computed from $\xi^{n}=z^{n}-\Phi^{n}$. This leads to the conditional $\log$-likelihood of the observations $x^{n}$ for $q+1 \leq n \leq N$ (up to a constant):

$$
l\left(\theta \mid \xi^{1}, \ldots, \xi^{q}\right)=-\sum_{n=q+1}^{N} \frac{\left|z^{n}-\Phi^{n}\right|^{2}}{2 \sigma^{2}}-\frac{N-q}{2} \ln \sigma^{2}
$$

The $\log$-likelihood $l\left(\theta \mid \xi^{1}, \ldots, \xi^{q}\right)$ is quadratic in the parameters other than $\sigma^{2}$, its gradient can be easily computed, and the maximum likelihood estimator (MLE) can be obtained by standard gradient-based optimization methods, such as the quasi-Newton method. If the reduced system is ergodic, the MLE is asymptotically consistent, and the initial values of $\xi^{1}, \ldots, \xi^{q}$ do not affect the result $(22,25)$. For convenience, we set $\xi^{1}=\cdots=$ $\xi^{q}=E\left[\xi^{1}\right]=0$.

We remark that for the above Gaussian likelihood, the MLE is the same as the least-squares estimator for the parameters, which has been widely used in control $(23,24)$. As shown in ref. 23, the above estimation procedure can be made recursive; also, the noise sequence need not be Gaussian.

The detection of the representation's structure, however, is less straightforward, as is well-known $(19,21)$. Because in our problem the exogenous processes are not independent of the noise, popular techniques such as orthogonal least-squares and error reduction ratios (see, e.g., ref. 19 and references therein), do not work. We use the following criteria for selecting the structure of the representation: $(i)$ it should fit the long-term statistics of the resolved variables, such as the mean and autocorrelation function; (ii) as the size of the data increases, the estimated parameters should converge; and (iii) the estimated parameters should reflect features of the resolved variables, such as symmetry properties.

It is of interest to relate the NARMAX representation to the Mori-Zwanzig (MZ) formalism (4, 5, 27, 28). The overall setting in the MZ representation is the same as here: one has data $\alpha$ for the $x$ variables, and one samples data $\beta$ for $y$ from a given initial probability density function (pdf). The MZ formalism creates the approximation $R_{0}(x)$ in Eq. 3 by conditional expectation:

$$
R_{0}(x)=E[R(x, y) \mid x]
$$

where $E[a \mid b]$ is the expected value of $a$ with respect to the initial measure given $b$. When the system is ergodic and the initial pdf for $\beta$ is the invariant measure conditioned by $\alpha$, this is the best least-squares approximation of $R(x, y)$ by a function of $x$. The MZ formalism then yields an expression for $z(x, y)$ in Eq. 2 as a sum of a noise and a non-Markovian memory/dissipation term, corresponding to $\xi^{n+1}$ and $\Phi^{n+1}$ in Eq. 7; note that in [3] $R_{0}$ is not restricted to the MZ recipe. The MZ expressions are exact, and prove the need for the representation of $z$ to take the memory into account by including information from earlier steps.

Once the initial data $y(0)=\beta$ have been sampled, the MZ equations are deterministic; the MZ formalism proposes to follow in time one particular sample path of the system. For a chaotic system, such as the one discussed in the next section, this may not be computationally feasible. The representation here looks for sample paths of a stationary stochastic process whose statistics agree with the statistics defined by the equations of motion. This is a related but less ambitious and more feasible task.

The evaluation of the various terms in the MZ formalism is difficult; as far as we know, there is only one case in the literature (29) where it has been successfully carried out in full for a nonlinear problem that is not completely trivial. The MZ formalism is a useful starting point for analytic approximations (29, 30), but it is difficult to use it to construct reduced models from data when suitable analytic approximations are not available. The formalism here is a more tractable way to use data for dimension reduction, and generalizes the MZ formalism to a broader class of approximations.

There is a large literature on data-based dimension reduction. In refs. 8,31 , the noise $z$ is represented as the sum of an approximating polynomial in $x$ obtained by regression and a one-step autoregression; the details are in the next section where we compare our results to those in refs. 8, 31. The shortcomings of this representation as a general tool are that it does not allow $z$ to remember past values of $x$, and that the autoregression term is not necessarily small, making it difficult to solve the equations accurately. Furthermore, in refs. 8, 31, numerical values of a continuous $z$ are obtained by finite differences. In refs. 9,14 , the noise is represented by a conditional Markov chain that depends on both current and past values of $x$; the Markov chain is deduced from data by binning and counting, assuming that exact observations of $z$ are available. It should be noted that the Markov chain representation is intrinsically discrete, making this work close to ours in spirit. In ref. 32 the noise is treated as continuous and represented in a form that is partly analogous to the NARMAX representation once one translates from the continuum to the grid. An earlier construction of a reduced approximation can be found in ref. 12, where the approach was not yet fully discrete. Other interesting related work can be found in refs. 33-36.

## Lorenz 96 Equations

The Lorenz 96 equations (37) are a set of chaotic differential equations that is often used as a metaphor for the atmosphere. It has been widely used as a test bench for various dimension reduction and stochastic parametrization methods ( $8,9,14,31$, 38). Following ref. 14, we use the following formulation of the equations:

$$
\begin{aligned}
& \frac{d}{d t} x_{k}=x_{k-1}\left(x_{k+1}-x_{k-2}\right)-x_{k}+F+z_{k} \\
& \frac{d}{d t} y_{j, k}=\frac{1}{\varepsilon}\left[y_{j+1, k}\left(y_{j-1, k}-y_{j+2, k}\right)-y_{j, k}+h_{y} x_{k}\right]
\end{aligned}
$$

with $z_{k}=h_{x} / J \sum_{j} y_{j, k}$, and $k=1, \ldots, K, j=1, \ldots, J$. The indices are cyclic, $x_{k}=x_{k+K}, y_{j, k}=y_{j, k+K}$ and $y_{j+J, k}=y_{j, k+1}$. The system is invariant under spatial translations, and the statistical properties are identical for all $x_{k}$. The formulation here is equivalent to the original formulation by Lorenz (e.g., refs. 9, 38); the parameter $\varepsilon$ measures the time-scale separation between the resolved variables $x_{k}$ and the unresolved variables $y_{j, k}$. We set $\varepsilon=0.5$, so that there is no significant time-scale separation between resolved and unresolved processes, as is both more realistic and more difficult to handle for parametrizations (see ref. 38 and references therein). The other parameters are $K=18, J=20, F=10, h_{x}=-1$, and $h_{y}=1$. The ergodicity of the Lorenz 96 system has been
numerically verified in earlier work (38) and we do not revisit this issue.

In the following section we present numerical results produced by our NARMAX scheme and compare them to those in ref. 8 labeled POLYAR (polynomial regression and autoregression). We do not compare with the results of ref. 14 because they require exact observations of $z$. In ref. 8, the continuous $z$ is estimated by finite differences:

$$
z_{k}(t) \approx \frac{x_{k}(t+\delta)-x_{k}(t)}{\delta}-x_{k-1}\left(x_{k+1}-x_{k-2}\right)+x_{k}-F
$$

Then a polynomial regression of the form $z_{k}(t)=P\left(x_{k}(t)\right)+\eta_{k}(t)$ is used to fit the data $\left\{x_{k}(n \delta), z_{k}(n \delta)\right\}$, where $P(x)$ is an approximating polynomial obtained by least squares, and $\eta_{k}(t)$ is a one-step autoregression $[\operatorname{AR}(1)]$ with parameters estimated from the time series $z_{k}(n \delta)-P\left(x_{k}(n \delta)\right)$, for $n=1,2, \ldots$. This leads to the following reduced stochastic equation:

$$
\begin{equation*}
\frac{d}{d t} x_{k}=x_{k-1}\left(x_{k+1}-x_{k-2}\right)-x_{k}+F+P\left(x_{k}\right)+\eta_{k}, \tag{8}
\end{equation*}
$$

where $\eta_{k}$ is an autoregression of the form

$$
\begin{equation*}
\eta_{k}(t+\delta)=\phi \eta_{k}(t)+\sigma \xi_{k}(t), \tag{9}
\end{equation*}
$$

where $\phi, \sigma$ are constants deduced from the data, and the $\xi_{k}(t)$ are independent identically distributed Gaussian random variable with mean zero and variance 1 , for each component $k=1, \ldots, K$ of the equation. This reduced system is solved as follows: given the current time vectors $\left(\eta_{k}(t), x_{k}(t)\right)$, the next time step $\eta_{k}(t+\delta)$ is calculated from [9], and then $x_{k}(t+\delta)$ is computed by integrating [8] by a fourth-order Runge-Kutta method, with $\eta(t)$ kept constant during each time step.
In the NARMAX scheme, we use the representation [7], choosing one of the functions $Q_{i}(x)$ to be $R_{\delta}(x)$ from the approximation [3] and the others to be powers of $x$. This connects the numerical scheme with the representation of the noise. We select the structure and estimate the parameters as described earlier. The parameters are the same for each spatial component, reflecting the spatial symmetry of the equation. Each component of $z$ remembers only its own past and the past of the corresponding component of $x$. The term $\Phi^{n}$ in Eq. 7 becomes

$$
\begin{align*}
\Phi^{n}= & \mu+\sum_{j=1}^{p} a_{j} z^{n-j}+\sum_{j=1}^{r} \sum_{l=1}^{d_{x}} b_{j, l}\left(x^{n-j}\right)^{l}  \tag{10}\\
& +\sum_{j=1}^{s} \sum_{l=1}^{d_{R}} c_{j, l}\left(R_{\delta}\left(x^{n-j}\right)\right)^{l}+\sum_{j=1}^{q} d_{j} \xi^{n-j} .
\end{align*}
$$

The determination of the numerical parameters in this representation is part of the calculation and the values used are listed in the next section.

## Numerical Results

In the numerical runs, we generate data for $x_{k}$ by integrating the full Lorenz 96 system with parameters $\left(\varepsilon, K, J, F, h_{x}, h_{y}\right)=$

Table 1. Estimated parameters in the POLYAR system

| $\delta$ | $5^{*}$ | 4 | 3 | 2 | 1 | 0 | $\phi$ | $\sigma$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 0.01 | -0.00002 | 0.0004 | -0.0002 | -0.0258 | -0.3567 | 0.0529 | 0.9948 | 0.9397 |
| 0.05 | -0.00003 | 0.0009 | -0.0035 | -0.0137 | -1.0030 | 1.3919 | 0.7626 | 11.3857 |

*The column labeled $j$ for $j=0, \ldots, 5$ contains the coefficient of $x$ to the power $j$.


Fig. 1. pdf, ACFs, and CCFs of $x_{1}$, produced by the full Lorenz 96 model, the POLYAR system, and the NARMAX system. (Top) Case $\delta=0.01$; (Bottom) case $\delta=0.05$. These statistics are better reproduced by the NARMAX system than the POLYAR system.
( $0.5,18,20,10,-1,1$ ), using a fourth-order Runge-Kutta method with time step 0.001 . We consider two cases: one in which the observations are made at intervals of $\delta=0.01$ and one in which they are made at intervals $\delta=0.05$; the first case corresponds to a case discussed in refs. 9,14 ; in the second case, the data are slightly sparser. In each case, we make observations at $N=5 \times 10^{5}$ points; this requires that the full system be integrated for 5,000 and 25,000 time units, respectively. In each case, $R_{\delta}$ comes from the fourthorder Runge-Kutta method.

For the POLYAR equations of [8], a fifth-order polynomial is used for both observation settings. Increasing the order further produces small coefficients for the higher degree terms, which do not reduce the variance of noise. The estimated parameters, i.e., the coefficients of the polynomial and the parameters for the autoregression, for the first component $x_{1}$ of $x$ are shown in Table 1.

For the NARMAX equation [10], we estimated $(p, r, s, q)=$ $(1,2,0,1)$ and $\left(d_{x}, d_{R}\right)=(1,0)$ for the case $\delta=0.01$, and for the case $\delta=0.05,(p, r, s, q)=(1,1,1,0)$ and $\left(d_{x}, d_{R}\right)=(3,1)$. The estimated parameters for $x_{1}$ are shown in Table 2.

First, we compare the statistics of the solutions generated by the two reduced systems with the statistics of the full system. We integrate the reduced equations in both cases and obtain values at $5 \times 10^{5}$ points. We calculate the following quantities from the reduced equations as well as from the full Lorenz 96 equations: the mean, the SD, the pdf, the Kolmogorov-Smirnov statistic, the autocorrelation function (ACF) of $x_{1}$, and the cross-correlation function (CCF) between $x_{1}$ and $x_{2}$. The pdf of $x_{1}$ for the full Lorenz 96 system is well reproduced by both reduced systems when $\delta=0.01$; Fig. 1 (Top Left). In the sparser data case $\delta=0.05$ the NARMAX equations produce a much better pdf than the

Table 2. Estimated parameters in the NARMAX model

| $\delta$ | $a_{1}$ | $b_{1,1}$ | $b_{1,2}$ | $d_{1}$ |  | $\mu$ | $\sigma^{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 0.9782 | -0.1271 | 0.1132 | 0.9997 | - | 0.0115 | 0.0004 |
|  | $a_{1}$ | $b_{1,1}$ | $b_{1,2}$ | $b_{1,3}$ | $c_{1,1}$ | $\mu$ | $\sigma^{2}$ |
| 0.05 | 0.8879 | -0.0712 | -0.0002 | 0.0002 | -0.0084 | 0.0556 | 0.0284 |

POLYAR equations; Fig. 1 (Bottom Left). Table 3 displays the mean, the SD, and the Kolmogorov-Smirnov statistic that compare the cumulative distributions of the full Lorenz 96 system with that of the reduced equations. The NARMAX system is more accurate than the POLYAR system in both cases. The ACF and CCF are well reproduced by both reduced systems when $\delta=0.01$; Fig. 1 (Middle, Top Right). When $\delta=0.05$, however, the ACFs and the CCFs reproduced by the POLYAR miss the amplitude of oscillation and exhibit a phase shift from those of the full Lorenz 96 equations while the NARMAX system remains accurate; Fig. 1 (Middle, Bottom Right).

We now investigate how well a reduced system predicts the behavior of the full system by calculating mean trajectories of the reduced systems and comparing them with a true trajectory of the full Lorenz 96 system, as follows. First we integrate the full Lorenz 96 system for $10 \times N_{0}$ time units, and store the results as $N_{0}$ short trajectories of 10 time units each. For each short true trajectory, we perform $N_{\text {ens }}$ integrations of the reduced systems over 10 time units, starting all ensemble members from the same several-step initial conditions as the corresponding full solu-tion-several initial steps are needed to initialize $\eta$ in POLYAR and $\xi$ in NARMAX. We do not introduce artificial perturbations into the initial conditions, because the exact initial conditions for $x$ are known, and by initializing $\eta$ and $\xi$ from data, we preserve the memory of the system so as to generate better ensemble trajectories. We then average the solutions of the reduced equations in each subinterval and compare these averages with the trajectories of the full system by calculating the root-mean-square error (RMSE)

Table 3. Mean, SD, and the Kolmogorov-Smirnov statistic (D)

|  | $\delta=0.01$ |  |  |  | $\delta=0.05$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | D |  | Mean | SD | D |
| Lorenz 96 | 2.4506 | 3.5230 | - |  | 2.3978 | 3.5222 | - |
| POLYAR | 2.5335 | 3.3807 | 0.0183 |  | 2.6031 | 2.8564 | 0.0747 |
| NARMAX | 2.4113 | 3.5270 | 0.0055 |  | 2.4293 | 3.5402 | 0.0049 |
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